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RPSRNet Architecture & Hierarchical Feature Embedding

 More Details

 Evaluation on KITTI LiDAR seq. 00 to 07. Each cell (gray →with ground points ) in
the table denotes the RMSE on angular and transnational deviations from GT.

 Evaluation on ModelNet40 data, Transformation errors averaged over validation set 
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RPSRNet is a novel end-to-end trainable deep neural network for rigid point
set registration with state-of-the-art accuracy and run-time – 
(i)   uses a novel Barnes-Hut    -tree representation for the input point sets, 
(ii)  inference speed of ∼12-15 ms on a pair of point clouds as large as 250K 
(iii) robust to noise, data disturbances, indoor and outdoor scenes
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RPSRNet is a deep-learning framework to estimate R, t of :
 Obtain hierarchical features as & as
 Learn the contextual residuals and
 Apply differential SVD on  

multi-scale sum of mean-squared distance errors between the CoMs

 The HFE module of RPSRNet uses -- 1. hierarchical position feature 
  embedding (HPFE) 2. hierarchical density feature embedding (HDFE)
 Apply late-fusion between HPFE and HDFE
 learned-features become homogeneous for the input point clouds with non-
 uniform point sampling densities (e.g., LiDAR scans)
 iterative transformation refinement module of our network boosts the feature
 matching accuracy in the intermediate stages
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